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Abstract

This report describes a new method based on the Extended Gaussian Image (EGI) which
can be used to determine the pose of a 3-D object. In this scheme, the weight associated
with each outward surface normal is a complex weight. The normal distance of the surface
from the predefined origin is encoded as the phase of the weight while the magnitude of
the weight is the visible area of the surface. This approach decouples the orientation and
translation determination into two distinct least-squares problems. Experiments involving
synthetic data of two polyhedral and two smooth objects indicate the feasibility of this method.
The best results axe 4.7% and 1.5% (total distance error) for the polyhedral and smooth objects
respectively. The figures are quoted in terms of percentages of the maximum allowable
displacement. Experiments using real range data for the two smooth objects yield good
results, with total translation errors as low as 2.6%. , - .



Chapter 1

Introduction

A fundamental task in most 3-D computer vision and robotic systems is the determination of
object pose in space. The pose of an object specifies completely its orientation and position
with respect to a predefined frame or coordinate system.

There are two primary approaches to solve the pose determination problem: local and
global. The local approach, typified by Faugeras [7] and Tanaka [21], seeks to match local
features such as edges and curvature of surfaces and compute the linear transformation param-
eters from them. The global approach, on the other hand, does not rely on local and spatial
correspondences to achieve this aim. It maps local features such as intensity, edge or area into
an ,R -space where matching between the object and model is performed. Matching using the
Hough transform and moment invariants are two examples in 2-D matching.

The Extended Gaussian Image (EGI) representation is an example of the global approach
in 3-D space. The primary drawback of the EGI is the inability to determine the translation of
a recognized 3-D object. This is because the weights in the EGI representation contain only
area information and no positional data. One way to encode the positional information is to
express the equation of the object face in dual space. This is the approach taken by Roach et al
[20] who call the resulting encoded representation the spherical dual image. The dual space
represents both the orientation and position of the planes or faces of the 3-D object; edges are
explicitly described as connections between dual points. However, this scheme is primarily
for object representation. Furthermore, planes passing near or through the designated origin
cannot be dualized properly; they map to infinity or very large values.

This report describes a new representation called the Complex Extended Gaussian Image
(CEGI) from which both the orientation and translation of a given 3-D object can be determined.
In addition, the CEGI has the desirable property of being able to differentiate larger classes of
objects than the conventional EGI.

1.1 Brief Description of the Complex EGI

The Complex EGI (CEGI) addresses the main deficiency of the conventional EGI. namely the
inability to extract translation parameters. This is because the weight at each EGI cell is just
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the sum of the area of the surface patches whose normal is associated with the cell. Thus the
EGI weights are devoid of any direct positional information and are translation invariant.

The weight at each discrete cell of the CEGI is a complex number. The complex weight
associated with a particular surface patch is determined as follows: The magnitude of the
weight is the visible surface area of the object associated with its surface normal. The phase of
each weight is the key to displacement determination; it is the (signed) distance of the surface
patch from a designated origin in the direction of its normal.

By encoding the distance information this way, it can be easily shown that the magnitude
of the total weight at each cell of the CEGI is independent of object position. Thus orientation
can be determined in a manner identical to that for the conventional EGI. Once the orientation
is found, the translation parameters can then be calculated by comparing the phases of the
complex weights at matched cells of the model CEGI and the partial object CEGI.

Experiments were made to test the effectiveness of the CEGI concept in determining
object translation. Two polyhedral models (one simple, the other relatively more complex in
shape), and two smooth models (torus and ellipsoid) were employed in experiments involving
synthesized data. To further validate and test out this concept, experiments involving real
range data for the torus and ellipsoid were performed as well. The smallest error in total
distance obtained in the simulations involving polyhedral objects is 4.7% while that for the
smooth objects is 1.5%. For the experiments using real range data, the smallest error is 3-5%.
The error figures are quoted in percentages of the maximum allowable displacement.

1.2 Organization of Report

Chapter 2 gives a brief description of the Extended Gaussian Image (EGI) and presents the
proposed variant of the EGI, namely the Complex EGI or CEGI. It shows how the distance
information can be cceded in the CEGI represetation.

The pose recovery strategy of a given object is subsequently presented in Chapter 3.
Emphasis is especially made on how the translation parameters are determined, since this is
the main advantage of CEGI over the conventional EGI representation. In addition, error
analysis is made on the recovered translation factors. We also justify using a view suitability
index as a measure of the translation parameter error bound.

Chapter 4 focuses on the results of simulations performed. There are two parts to this:
In the first part, a set of simulations is made for both polyhedral and smooth objects to
verify the feasibility of the CEGI as a means of extracting the displacement of the object.
This is subsequently followed by the results obtained for the simulations made using the two
polyhedral objects to verify the linear upper bound of translation errors.

The following chapter (Chapter 5) describes the experiments conducted using real range
data and results obtained using the smooth models.

Final comments and conclusions are presented in Chapter 6.
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1.3 Past Research on 3-D Object Pose Determination

Research on 3-D object pose determination has been inLensive, but with varied results, as
the comprehensive survey by Besl and Jain [2] indicates. This section is not intended to be
exhausive in its description of some of the research made in this area. It concentrates more
on the research performed on pose determination for smooth 3-D objects. The motivation is
clear: The world around us is composed of objects that are usually not piecewise planar, but
rather smooth and continuous in nature.

Nevatia and Binford [181 match curved objects using generalized cylinders. Faugeras
and Hebert [8], and Faugeras [6] have proposed a 3-D object recognition algorithm based
on geometrical matching between primitive surfaces. The primitive surface that was actually
implemented is the plane, though quadric surface algorithms are presented as well. The best
accuracy quoted in [6] is 2.3 degrees for the rotation angle and 3 millimeters for the translation.
The accuracy of the range data is 1 millimeter.

Bolles, Horaud and Hannah [3] developed 3DPO which recognizes and locates 3-D objects
using range data. The system's hypothesis generation and matching is based on matching of
several features or feature clusters involving object specific features such as a circular arc of
a specific radius, and edges. Fan, Medioni and Nevatia [5], on the other hand, use surface
descriptions iuch as jump boundaries, creases and limbs to match and locate 3-D objects. No
accuracy figures were supplied in these two papers.

A recent paper by Ponce and Kreigman [19] describes a method to recognize and locate
curved objects in a monocular intensity image. They consider the image contours, namely the
projections of surface discontinuities and occluding contours, as the basis for recognition and
tocaton of the object. However, this assumes that the contour equations are parametrically
known. Furthermore, the location of the object is estimated in the x-y plane only.

1.4 Past Research on the EGI

The EGI has been applied [12, 10] to determine the object attitude, where the rotation in 3-D
space brings a sample object into correspondence with a prototype. It has also heen used as a
means of object recognition [II] in an industrial environment. The EGI of the visible portion
of an unknown object is formed by a constrained optimization method applied to data from
photometric stereo [13]. The prototype EGI which best matches the partial EGI identifies
the object. Little [15] uses a variant of the EGI method which employs the mixed volume
as a basis of attitude determination of the sensed object. The mixed volume is a geometric
construction used in Minkowski's [16] proof of existence of a convex object given a valid EGI.
This report addresses the deficiency faced by the normal EGI method, namely the inability to
recover translation of objects.

In addition to recognizing objects and determining object attitude, the EGI has also been
used to reconstruct convex polyhedra. Ikeuchi [ 13] has proposed a reconstruction precedure
which minimizes the sum of the square differences between the calculated areas of the poly-
hedron and the given area in the EGI. Little's iterative scheme [14] minimizes the error in the
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area of the faces as well as in the location of the centroid of the reconstructed figure. More
recently, Moni [17] has proposed a reconstruction method which involes determining the

adjacency of faces and the length of edges of the polyhedron from the EGI.
Dane and Bajcsy [4] make use of the Gaussian Image to spatially segment a group of range

points lying on a surface of a 3-D object into planar and quatric surfaces. The method proposed
by Hebert and Ponce [9] segments depth maps into plane, cylindrical and conical primitives.
This is done by mapping the estimated surface normals to the EGI and subsequently using the
Hough transform to characterize the surfaces.
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Chapter 2

The Complex EGI (CEGI)

2.1 Introduction to the EGI

The EGI of a 3-D object is a histogram which records the variation of surface area with
surface orientation. The weights in the EGI representation do not contain any direct distance
information. As such, it is translation invariant, and it is easy to see that the FGI representation
rotates in the exact manner as the object in space. The EGI of a cube is shown in Fig. 2.1.

2.2 Description of the CEGI

In the conventional EGI representation, each weight associated with the normals of the object
face are scalars which represent the associated visible face area. The CEGI (complex EGI)
concept extends such a representation by adding the normal distance of that face to the origin
(in the direction of the normal) as the phase component. This is illustrated in Fig. 2.2. In
other words, the weight associated with a particular normal in the CEGI is a complex number
whose magnitude is the corresponding visible face area and whose (signed) phase is the normal
distance of the face from the designated origin in the direction of the normal. To illustrate
further, in Fig 2.3, the complex weight associated with face A is Aa&edk, where Aij, is the area
of face A with the outward normal fik. and dk is the normal distance of the plane 11k (within
which Ati lies) to an assigned origin. dk is positive if the perpendicular vector from the orioin
to the face is in the same direction as the outward facing normal of the face. The value of dk
is positive in this case (Fig. 2.3).

For any given point in the CEGI corresponding to normal fik, the magnitude of the point's
weight is JAje'd1I. At, is independent of the normal distance, and if the object is convex,
the distribution of Ant corresponds to the conventional EGI representation. If the object
is not convex, the magnitude of each weight will not necessarily be equal to those of the
corresponding conventional EGI. This is an important attribute of the CEGI which will be
further described in Section 2.3 in this chapter. The translation invariance propertv of the
weight magnitude applies even if there are more than one contiguous surface patches wit, the
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Figure 2.1: Illustration of the Extended Gaussian Image
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Figure 2.2: Illustration of the Complex Extended Gaussian Image
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same outward normal. Consider surfaces whose normals are fik (Fig. 2.4). Before translation,
the corresponding complex weight is

Nk
Pf,= Z lA,ni (2.1)

1--1

After a translation along a vector T, the complex weight becomes

Nk

Pfn, -- A i( a T ' ) = ejTnkPa* (2.2)
1=1

Hence for each point in the CEGI, the magnitude of the weight is independent of the
translation. However, the complex number folds back onto itself for every magnitude change
of 2-r. Hence there exists an ambiguity range beyond which errors would occur. In our method,
all distances are normalized such that the greatest expected change in distance is -,.

So a change in the position in the same direction as the surface normal corresponds to
a change in the phase component of the complex representation, without any change in its
magnitude. Hence by comparing the magnitudes, we can then recognize objects and determine
their orientations as we would for a conventional EGI. In addition, by comparing the differences
in the complex weight phases, we can then proceed to calculate the distance change along the
normals.

2.3 Representation of convex and non-convex objects

Another drawback of the conventional EGI is that it is possible for a convex object and a class
of non-convex objects to have identical EGI's. CEGI's reduces this possibility. Consider the
following two objects:

Suppose these two objects (one convex and the other non-convex) have identical EGI's.
Comparing the weights associated with the normal in the positive z-direction, we have for
object (1) (from Fig 2.5),

Pl. = Ale (2.3)

For object (2),

P 2 .k = A2 1eld2l + A 22 e'd= (2.4)

Since they have identical EGI's, A, = A21 + A22. Equating (2.3) to (2.4), we get

(A21 +A 22 )edid = A2 ie/d 2z +A 22eidn

= A21 cos d.1 + A22 cos d22 +j(A21 sin d21 + A22 sin d22) (2.5)

For real values of di, d2 and d3, taking the square of the magnitudes,

7
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Figure 2.3: Example of an oriented face with a complex weight An, eldk
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A
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k- k

k 1+1,n
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After Translation: d + T.n A
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T Y
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X 1+1,k k

Figure 2.4: Effect of translating object on the complex weight for particularly oriented faces
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Object (1) Object (2)

F gure 2.5: Example of two objects having identical EGI's

(A2 1 -r 422)2 = (A2 1 cos d 21 + A 22 cos d22)2 + (A 2 1 sin d 21 + A22 sin d2_) 2  (2.6)

=: COS d 21 cos d 22 + sin d 21 sin d 22 = 1 (2.7)

cos(d 1 - d 22 ) = 1 (2.8)

Hence for -7r - d21, d22 _< 7r, d21 = d22. In other words, the CEGI's of these two objects
are different since 'iere is no real solution for d, when d21  d22. This means that the CEGI is
able to differentiat between convex and non-convex objects with identical EGI's.

For a given c( wentional EGI representation of an object, the center of mass coincides
with the sphere ce rer. If pEG1 is the weight at normal ii, then the previous statement can benI

mathematically ex ressed as

Nf ,

n Pffni--0 (2.9)
i=1

where Nf,,,,s is ne number of flat surfaces. For the CEGI representation, this is not always
true. In fact, for a. . given model, if

Nf 4ce

Z C EGI r, i#O (2.10)
i= 1

then that objet: is not convex. This follows from the expression 1 lPc If being the
analogous CEGI's 'center of mass" for the object. On the other hand, if F IpnEGI Itfii = 0, then
it does not necess-ily mean that the object is convex. This relation is a necessary but not
sufficient conditio for convexity. A point symmetric non-convex object as shown in Fig. 2.6

10



Figure 2.6: A point symmetric object

or objects depicted in Fig. 2.7 satisfy the condition E p(rGIjj'Jtii = 0. Note that for the objects
in Fig. 2.7, each face has a unique outward normal. This accounts for the satisfaction of the
condition E JPC, 11 J = 0 in these cases.

Assuming the object is not point symmetric, non-convex and satisfies the relation T [p EG'I [fi
0, then at least one of the following conditions must be satisfied:

1. The non-convex parts of the object possess face gradients not found elsewhere. In other
words, each face must have a unique outward normal. Examples of such objects are
shown in Fig. 2.7; and

2. If the non-convex parts of the object contain faces with the same gradients as those at
other parts, then these faces must lie on the same plane, i.e. they have the same normal
distance from the origin.

Proving condition (2) above is equivalent to showing that if

n n

Z aieii = ei' ai, ai, di, do being real, (2.11)
1 /=1

then di = do, i = 1, ..., n. To show this, taking the magnitude of both side of (2.11),

aiei = ia (2.12)
/=1il

Using the triangle inequality for the LHS of (2.12),

I aied'i I la eidi I ai, since ai > 0, i = 1 ... , n (2.13)
i=I i=1 i=1

Hence the equality holds only if and only if di, i = 1, ..., n are all equal to one another.
Equating the phase components, we get di = do, i = 1, .... n.

11



(a) (b)

(c) (d)

Figure 2.7: Examples of non-convex objects satisfying the relation Z IP'E fii - 0
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Chapter 3

Pose Determination Strategy Using CEGI

3.1 Methodology

Given a prototype CEGI and a partial CEGI of an unknown object, we can recognize the object
and determine its orientation by the following: first, calculating the magnitude distributions of
both CEGI's and second, proceeding as one would for the conventional EGI's. Once both the
object and its orientation with respect to the stored model are recognized, the object translation
can be calculated by using the suitably oriented CEGI's.

The translation parameters can be determined by applying a least-squares technique as
follows: Suppose that the object has been translated by x, 8y and 6z in the x-, y- and z-
directions respectively (in the model world coordinates). Then for each surface whose surface
normal is ik, and whose complex weight is originally AIed k, after translation, the complex
weight becomes A, "(dk+ 6d'f1), where

d = 6xi + 6yj + 6zk

fik = nli+nkj +nzlk (3.1)
Then for each matched weight P" in the object CEGI corresponding to the weight Pn., in

the model CEGI, let

wi = arg(f.)
ii

A. ,i(da+6d.elk)
arg( A fik )

= 6xn_, + 6yn, + 6znz (3.2)

for i = 1 ..... N iil,

where N ,,bl, is the total number of visible faces on the object. We try to minimize the total
squared error given by

13



---- (wi - nxx - niy Y - nizt Z) 2  (3.3)
i=1

This is done by differentiating S with respect to the three unknown translation parameters
and equating them to zero, i.e.

as£ c9E 9a6= a = NZ = 0 (3.4)

which yield the following system of equations:

6x n2 + 6y 1 n,.,ny + 6z_ n,-ni = uj'i

6x niniy + 6y n + 6z niyn = Zwiny (3.5)

.x n' ni + 6y niyni2 + bz 1' n = Zwiniz

Using Cramer's rule to solve for 6x, 6y and 6z, we get

1 in=i. n,.niy n,-.
6X= Eainiy n; niyniz '3.6)

Swine . niyniz n,,

LZ -, n i.I E n E winjz E n ,n,.

n.niy iniy nyniz (3.7)
y niniz wini, E n;.

Z E n E nin iy  wini
6z = niniy E n . wLniy (3.8)

nine z _ niyniz aini,

where

Sn2 nniy n,.ni,

D = n n niyniz (3.9)njxn, niyni. n-'
2 n~n2 iz

In order for this scheme to work, the magnitude of the translation (i.e the normalized
translation) must be less than -r as given in (3.10).

= (6x)2 + (SV) 2 + (bz) 2 < (3.10)

This is because the complex weight is unique as long as the phase (and hence the normal
distance of the surface from the origin) lies within the principal interval (-r. r].

14



3.2 Analysis of Error in Translation Parameters

The upper bound error depends on a variety of parameters, with the main factors being the
normal and normal distance errors. Curiously enough, for a convex object, the magnitude of
the weight does not contribute to the distance error. This is because only the phase components
of the complex weight are used in the least square formulation, and for a convex object, no
complex weight associated with a particular normal is a combination of at least two weights
from two different disjoint object faces.

Each normal is represented by its directional cosines

ii, = (cos 9. 1 cos 9Y, cos Oz.T (3.11)

and is subject to the constraint

COS2 0.,9 + COS 2 0
d + COS2 z~ = 1 (3.12)

Suppose the exact translation is d = (&x 6y 6z)T and the approximated translation obtained
using the least square formulation is 6d' = (6x' 6y' 6zJ)T. In addition, suppose that the perturbed
Ith normal is indicated by n'. Let

= arg (f:z) (3.13)

i.e.

= d- fi

= Sxcos 0,, + 6ycos Oy', + 6zcos Oz,, (3.14)

For an imperfectly extracted object,

'[+ E= 6d . '1
S3x',cos9' 1 + 6, cos ey, + 6Z' cos 0'

= (6x + .) cos(0,I + r7,.) + (by + y) cos(0Y', + r7y'i) + (3.15)

(6z + f,) cos(O,. + qJ)

Subtracting (3.14) from (3.15) and ignoring the second order terms, we have

61 = F cos0.. - r,.16x sin 9,1 + E cosO,, - ryjy sin Oy + E cosO - r,.6z sin :,1 (3. 16)

Hence

, cos OX., + e, cos Oy. + 6, cos 9 zj

= e + rY7.,6x sin 0,., + qy.113v sin 0,.1 + iq,.6zsin 01. (3.17)
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Suppose that the maximum positive error is 77x.jl,,,, = ri7yjla, = = 17,. For the

normalized distances, I6xl,. = J yl,,= = Izl,, = 7r. The following simplifying assumptions

are made:

1. The normals can be "mapped" into the first octant; x, y and z values are positive such

that the smaller angle subtended with the x, y and z axes are still the same. This means
that 0 < G s, Oyj, Ozj < ;

2. e, ey, ez, and el are all positive.

Then,

.,lcos 0.9  + I cos 0y4 + E ,lcos zI

< jell + rl,,,r(sin Ox, + sin Oy,j + sin 0,1) (3.18)

Summing this over all the visible normals and averaging, we obtain

IEl K + EyI oy + IJEIle -O. + 7 ,,.7(req + 79y + 70,) (3.19)

where

= Z cos 0

1 N
,K0y E N Cos Oys

KOZ Nvisib1 Z Cos9O.d
I=1

(0 < 0.j, oyj,oz < )

1 N,,ta

- N v i gi t jz - Ii ;. ( x 'S yI z ) TI (3 .2 0 )

1 Nt.

r -j = Z sin Oyj

7y'. =N sin 0,j
1=1

1 N...
-"' Z vsil sin O~

The value of is normally small when compared to the other terms (at least an order of

magnitude smaller) and thus can be ignored. From (3.19), we can deduce the following set of

constraints on the maximum error in each direction:
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F,,e(179. + 78y + 7z)

KOx
I~ l <- r r(Tx +roy + ro) (3.21)

From the set of inequalities (3.22), the constraint on the error in the total effective distance
is

2+ f t1 1 1

_ r7,7(7(9x+To,+to) - +-- + --- (3.22)
gy9~ K92

Define the view suitability index

S1 1 1

f-e-7-+0y + --- +--- (3.23)

so that

to,.i < , f2o (3.24)

This index shows us that minimizing the distance error bound requires us to find a viewpoint
having it as its minimum. (3.24) indicates that the error bound increases linearly as a function
of the view suitability index Q9.
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Chapter 4

Simulations

4.1 Experiments Involving Polyhedral Objects

Two models are used to test the concept of translation parameter extraction using the CEGI
representation; they are shown in Fig. 4.2 and Fig. 4.3.

4.1.1 Implementational Issues

The scheme was implemented in Lisp, with the models generated using VANTAGE. VAN-
TAGE is a gometric/sensor modeler developed at Carnegie Mellon University [ 1]. The CEGI
viewing sphere is discretized into 240 sampling view directiors located at the center of each
face of the 2-frequency dodecahedron (tesselated pentakis dodecahedron) as shown in Fig. 4.1.
The normal direction space is discretized into 240 cells as well. The CEGI weights are re-
computed for each discrete view direction. This is to compensate for the varying degrees of
self-occlusion which causes non-convex objects to register different weights at different view
directions for the same surface normal.

4.1.2 Results

The results of the simulation are depicted in Fig. 4.4 and Fig. 4.5. As can be seen, Model 1
evinces a higher variability in errors than those demonstrated with Model 2. The extremely
high peaks in Fig. 4.4 correspond to errors detected when the actual viewpoint subtends a very
small angle to the x-y plane. Since the planes which yield the z-direction information (i.e.
perpendicular to the z-axis) for Model I (shown in Fig. 4.2) subtend almost 90 degrees to these
viewpoints, errors predicted in the z-direction are not reliable and are prone to high errors. In
addition, Model I has fewer faces than Model 2 (shown in Fig. 4.3). Furthermore, the number
of differently oriented normals in Model I is even smaller than those in Model 2.

Table 4.1 summarizes the simulation results for the two polyhedral objects. All the errors
are expressed in percentages of the maximum displacement. (Note: 7 denotes the average
error in K while '., is the standard deviation of the error distribution.)
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Figure 4. 1: Tesselated pentakis dodecahedron

Figure 4.2: First composite object used for testing
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Figure 4.3: Second composite object used for testing

Model# 1- Io. I,,a% I Z I o 1 Ia

1 1.6 1.2 3.4 3.8 112.2 15.9 1114.1 16.3
2 2.5 1.8 2.6 1.8 2.1 1.7 4.7 2.3

Table 4.1: Results for Simulations Involving Polyhedral Objects

I: :an be readily seen from Table 4.1 that Model 1 yields significantly higher predicted
dista- :e errors than Model 2. For Model 1, if the viewpoint subtends a very small angle to the
eithe :he z-axis or the x-y plane, the errors incurred in the recovery will be very high; this is
attrii :ed to the sparse and uneven distribution of Model 1's normals. On the other hand, the
numl ,r of different surface normals and their more even distribution result in lower errors in
the rc :overed parameters, as evidenced in the results for Model 2.

4.2 Experiments Involving Smooth Objects

In ad ition to the two polyhedral objects. two smooth and continuous objects were also used
in sir. ulations and experiments involving real range data. The two chosen smooth objects are
the tc-us and the ellipsoid (Fig. 4.6).
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Figure 4.6: Models used in experiments: torus (left) and ellipsoid (right)

4.2.1 Simulation

Implementational Issues

The torus is modeled parametrically as [(R + r cos 0) cos , (R + r cos 9) sin 0, r sin 6tT while the
ellipsoid is represented parametrically as [a sin 0 cos 0, a sin 0 sin 0k, b cos 9 ]T . The ideal setup
is shown in Fig. 4.7. The parametric values used are: r=20, R=40, a-20, b=40, 1OiO=100,
and IV 1O =1000. Simulations are performed for image resolutions n x n for n = 32, 64 and 128.

To achieve a certain degree of realism, a simple ray-tracing technique is employed to
estimate the object surface area projected onto each pixel as well as the surface normal to be
attributed to that surface. This is illustrated in Fig. 4.8. The surface normal is approximated
to be that at point Pck while the surface area is estimated by the sum of the area of the triangles
-PCkPkP k, ZickPUP3t, APkP3kP4k and ,/,PckP4kP1t. If the surface normal is nk and the area
is Ak, then the complex weight attributed to this surface is simply Akeift 'Pd*. This is done for
all the pixels in the image plane.

Results

The simulation results are graphically depicted in Fig. 4.9 and listed in Tables 4.2 and 4.3. The
number of runs for each resolution per object is 250. For both of these models, it is apparent that
the errors in the predicted displacement decreases monotonically as the resolution increases.

We also observe that the displacement errors incurred for the torus are significantly higher
(a factor of about 2-3) than those incurred for the ellipsoid. This phenomena can be readily
explained as follows:

Since the ellipsoid is convex, the resultant complex weight in each CEGI cell is the sum of
those weights corresponding to surface patches which are either contiguous or spatially close
to each other. (The number of contributing surface patches to a cell is inversely proportional
to the local Gaussian curvature.) As such, the phases of these contributing complex weights
are not expected to be very different from each other, despite errors in the phases. Since the
resultant phase must lie between the minimum and maximum of these phases, the variance of
the resultant phase error is expected to be small.
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(a) Torus (b) Ellipsoid

Figure 4.7: Simulati6n using the torus (left) and ellipsoid (right). n denotes the resolution in
the x- and y- directions of the simulated image plane.
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Figure 4.8: Approximation of area and surface normal in simulation
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Resolution d.- o-,,. -, o-,, I _-_ I, 11 TdJ,

32x32 5.0 5.5 5.6 6.1 3.9 J 3.3 11 9.9 7.*3
64x64 3.2 3.2 3.5 3.7 2.5 2.0 6.3 4.1

128x128 1.4 1.5 1.3 1.2 1.3 1.1 2.7 1.7

Table 4.2: Simulation Results for Torus

Resolution j T I o 1TJ
32x32 1.1 1.1 1.0 0.8 1.8 1.5 2.7 1.5
64x64 0.8 0.8 0.8 0.7 1.5 1.1 2.1 1.1

128x 128 0.5 0.4 0.5 0.3 1.2 11.0 1.5 0.9

Table 4.3: Simulation Results for Ellipsoid

On the other hand, for the non-convex torus, this is not true. Two spatially distinct groups
of surface patches, whose normal distances differ greatly, may contribute to a cell in the CEGI.
The phase of the resultant complex weight is thus expected to have higher variability than that
for the ellipsoid, for the same amount of phase error per surface patch.

4.3 Verification of the View Suitability Index

The previous chapter establishes the upper bound relationship between errors in the distances
6", 6y, 6,, the total effective distance, and the view suitability index. Simulations were made
to verify this linear relationship. To simplify the analysis, we considered the case where the
normals are not discretized according to the pentakis dodecahedron. Instead, normals are
represented exactly. Random positional errors, which are subject to certain specified angular
errors between the actual and randomized normals, are created to simulate the errors that could
occur in a real situation. Since Fig.s 4.14-4.16 and Fig.s 4.21-4.22 show that the distance
errors do indeed increase in a linear fashion with the angular error, we are able to use the view
suitability index as a means of comparison. Furthermore, as Fig.s 4.10-4.13 and Fig.s 4.17-
4.20 show, the view suitability index f2, does appear to be a reasonable means of determining
the upper bound of the distance errors in the x-, y-, z-, and effective total distances.
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Figure 4.9: Simulation Results for Torus and Ellipsoid
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Chapter 5

Experiments Using Real Range Data

To further confirm the validity of the pose recovery technique, experiments involving real
range data of two smooth objects were conducted. The two smooth objects are the torus and
ellipsoid, whose databases have been created in the simulations earlier.

5.0.1 Implementational Issues
The torus and ellipsoid were crafted out of clay to resemble the models whose databases were
created. A light stripe range finder was used to produce a range image of these two objects in
various poses and at two different resolutions. The experimental scheme is shown in Fig. 5.1.
The iesolution of Set 2 range images is twice that for Set 1 images.

5.0.2 Results

The surface maps of the range images taken are shown in Fig. 5.2 (torus - Set 1), Fig. 5.3
(ellipsoid - Set 1), Fig. 5.4 (torus - Set 2), and Fig. 5.5 (ellipsoid - Set 2). The experimental
results for these images are summarized in Tables 5.1 and 5.2. Note that all the figures are
quoted in percentages of the maximum allowable displacement. In this case, all the numbers
are in millimeters.

Again, as for the simulation results, the displacement errors are smaller for Set 2 experi-
ments (which feature higher resolution range images) for both objects. Again the errors in the
translation parameters are significantly higher (this time by a smaller factor of 1.5-2) for the
torus than those for the ellipsoid.

Despite the fact that the clay models are not exactly the same as the models created in the
database, reasonable accuracy could still be attained. Figs. 5.6 and 5.7 compare the actual
positions with the calculated positions of the torus and ellipsoid in the range images.
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Set 1 Set 2I I
Lower Resolution Higher Resolution
(x, y spacing of (x, y spacing of

about 3 mm) about 1.5 mm)

3 cases with object having different

orientation and displacement

Figure 5.1: Experimental scheme

Lower Resolution Higher Resolution
Case # -Ed, -f .a I Z7v,  Zd. a7 eae

1 1.7 5.9 5.0 8.5 1.4 2.9 4.0 5.4

2 2.6 4.1 7.3 9.5 4.2 2.5 5.6 7.7
3 3.1 4.2 3.6 6.6 13.2 1.4 12.9 5.5

Table 5.1: Experimental Results for Torus

Lower Resolution 11 Higher Resolution
Case # -Ed, d , E Td., , 1d, 'Ed,

1 0.9 1.4 3.2 3.7 0.9 3.1 1.6 3.6
2 0.4 2.1 4.9 5.4 0.9 4.1 0.2 4.2

3 11.3 2.7 2.1 3.9 1.6 0.5 1.9 2.6

Table 5.2: Experimental Results for Ellipsoid

36



J0

Torus : Case 1 Torus : Case 2

Torus: Case 3

Figure 5.2: Surface maps for the torus at three poses (Set 1)
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F'gre .3:Surace mnaps for the ellipsoid at tree poses (Set 1)
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Figure 5.4: Surface maps for the torus at the oe-St2
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Figure 5.6: Top, Left: Intensity image of torus (Set 2, Case 1); Top, Right: Superimposed
model (Set 2, Case 1); Bottom, Left: Intensity image of torus (Set 2, Case 2); Bottom, Right:
Superimposed model (Set 2, Case 2)
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0

Figure 5.7: Top, Left: Intensity image of ellipsoid (Set 2, Case 1); Top, Right: Superimposed
model (Set 2, Case 1); Bottom, Left: Intensity image of ellipsoid (Set 2, Case 2); Bottom,
Right: Superimposed model (Set 2, Case 2)
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Chapter 6

Conclusions

A new variant of the EGI representation which encodes object face position has been de-
scribed. Known as the Complex Extended Gaussian Image (CEGI), it is a histogram of spatial
orientation in which each weight associated with a normal is a complex number. The normal
distance of the face from the predefined origin is encoded as the phase of the weight while the
magnitude of the weight is the visible area of the face.

The CEGI provides a global method of extracting both the orientation and translation of
a detected object with respect to a stored model or prototype. The method of determining
the translation parameters is simple, being based on the least squares formulation. The CEGI
effectively decouples the orientation and translation determination into two separate problems.
The orientation of the object can be determined by first calculating the magnitude distribution
of its CEGI before matching the resulting distribution with those in the database. This
operation is exactly the same as that using the conventional EGI. The translation parameters
can subsequently be estimated by comparing the complex weight phases.

A significant advantage of this scheme is that it works for both polyhedral and smooth
objects. It can be used without the need to know the type of object a priori. On the other hand,
the polyhedral object whose translation parameters need to be determined should be relatively
complex, in terms of the number of faces and distribution of surface normals. The more
the number of faces and discrete normal directions, the more accurate the resulting estimated
displacement is likely to be. In addition, the accuracy of estimated translation parameters for
smooth objects is influenced by the degree of concavity. In experiments using actual data
collected from smooth objects, accuracies of up to 3% is possible using the CEGI.

Based on error analysis, the accuracy of the derived translation parameters is sensitive to
the angular error of the surface normals, the magnitude of the actual translation parameters,
and the distribution of the surface normals. An index which can be used as an indication of the
bound on the translation parameters has been derived and is called the view suitability index.
It has been shown through simulations that the mean of the translation errors is linear with
normal angular error.

The error analysis shows that the view suitability index can be used as a measure which
bounds extracted translation parameters. The CEGI, whose distance information is encoded in
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the weight phase, has been shown to be an effective means of determining object displacement.
In addition, it is capable of distinguishing between the convex object and most other concave
objects whose EGI's are identical to that of the convex object. Finally, the CEGI can be used
for any reasonably complex objects, polyhedral or smooth.
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